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Executive Summary

In this report we summarize the work performed in WP4 during the second year of the ASCENS
project, and the key results achieved. First, we frame the overall research approach that we have
adopted. Then we show how we have succeeded in harmonizing the WP1 models and the SOTA
model introduced in the fist year, other than the WP1 and WP3 result. Following, we present our final
taxonomy of self-adaptation patterns and the overall catalogue of patterns, that has been completed
building on the successful analysis work of the first year. We also describe a set of experimental
studies that we have performed to support our study of patterns and to investigate the application
of some patterns in the ASCENS case study scenarios. Finally, we describe the catalogue of self-
expression patterns, namely the mechanisms at the basis of self-expression and the different means by
which such mechanisms can be applied to dynamically modify self-adaptation patterns. We conclude
by summarizing and sketching future work.
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1 Introduction and Research Approach

The specific focus of WP4 for the second period of the ASCENS project, is to chategorize (in the form
of a pattern catalogue), analyze, and experiment with the various models, schemes, and mechanisms
via which autonomic self-adaptation can be expressed, at various levels, in service components (SCs)
and in service component ensembles (SCEs). Such effort is necessary towards the achievement of the
ultimate goal of WP4, that it, to provide a sound and uniform set of conceptual and practical guidelines
and tools to guide developers of service component ensembles in the engineered exploitation of such
mechanisms at the level of abstract system modeling, verification, and implementation.

The research approach that WP4 has adopted to achieve the objectives of the second year builds
and expands upon the research approach adopted in the first year, by properly balancing generality
(i.e., the search for general foundational solutions) and pragmatism (i.e., performing experiments to
study specific aspects of adaptation).

1.1 Research Approach and Key Contributions

As reported in D4.1, the first year of activities in WP4 has adopted a very pragmatic approach (Figure
1). This has included (big red circle in Figure 1);

• Defining a robust conceptual and operational framework, namely SOTA (“State Of The Affairs”)
[ABZ12], that can be used to elicit and rationally represent adaptation requirements. SOTA has
also been used as a mean to verify via model-checking, adaptive requirements, and as a mean to
elicit and model knowledge requirements.

• Exploiting SOTA as a way to more formally categorize self-adaptation patterns SOTA, and to
help choosing the most suitable to meet specific requirements among a catalogue of adaptation
patterns.

Based on the above, during the first year we already started studying a first taxonomy of possible
adaptation patterns, as well as the possibility of expressing some of these in terms of SCEL (small red
circle in Figure 1). Yet, we delayed the finalization of the pattern catalogue to the second year.

During the second year, in line with the approach of the first year, the research activities have
included the following activities and key contributions (see the green circles in Figure 2):

• We have worked towards integrating and harmonizing the SOTA model with the general en-
semble models (GEM) being defined in the context of WP2. Such integration (as described in
[WHTZ12]) enables to adopt a single conceptual framework both to model the adaptive require-
ments of ensembles and their dynamical properties.

• We have completed the catalogue of self-adaptive patterns that we started compiling during
the first year. Such catalogue structurally organizes and describes the most commonly adopted
architectural patterns for self-adaptive components and ensembles. For each pattern in the cata-
logue, its key features, the structure of SOTA goals and utilities, and examples of applications,
are properly reported.

• We have performed extensive experimentations to test the dynamic behavior of such patterns.
On the one hand, we have continued working on the robotics simulator to test the behavior and
effectiveness of some self-adaptive patterns on specific problems related to the robotics sce-
nario. On the other hand, we have built (over the IBM rational software architectural simulator)
a simulator for the dynamic behavior of self-adaptive patterns, and have tested it with some

ASCENS 5



D4.2: Second Report on WP4 (Final) November 12, 2012

patterns applied to the e-mobility case study [AHZ12]. Such simulator will become a software
component of our software component repository (see D8.2 [HBGK12]).

• The way we have structured the catalogue of patterns enables a natural way to identify self-
expression patterns (only quickly analyzed in the first year) and the mechanisms needed to
dynamically enforce self-expression in components and ensembles. This has enabled us to
clarify the set of self-expression patterns and their relations to self-adaptive patterns. However,
a deeper analysis on the extent of applicability of such patterns in real-world scenario and on
the mechanisms to control their dynamic execution is still missing, and will be performed in the
following periods.

Figure 1: An overview of the research approach followed by WP4 during Y1, and the corresponding
achievements.

Despite this deliverable was supposed to include a section about “Requirements for Tool Im-
plemetantion” progresses that have been done made the explicit definition of such requirements use-
less. In fact, the Eclipse simulator for self-adaptive patterns described in Section 5 have been already
developed and is suitable for integration.

1.2 Relations with other WPs

The adopted research approach has clearly implies a strict coordination with coordinating with other
WPs, and helps positioning and relating with respect to them. In particular:

• The cooperation with WP1 started in the first year to study the possibility of expressing self-
adaptation patterns in SCEL has continued over the second year, and it is now focussing on
the possibility of adopting attribute-based membership to ensemble (see D2.1) as a mean to
facilitate self-expression (as summarized in Section 5);

• WP4 has strictly cooperated with WP2 towards the harmonization and integration of SOTA and
GEM. In addition, it has cooperated with WP2 also towards the identification and formalization
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Figure 2: An overview of the research approach followed by WP4 during Y2, and the corresponding
achievements.

of an architectural model for the autonomic components of the self-adaptive patterns (see green
eclipse on the bottom of Figure 2);

• Intense cooperation with WP3 has taken place also in the second year to ensure that the knowl-
edge tools being modeled and developed by WP3 would have been fully compatible with the
models, patterns, and tools, defined by WP4 (again, see green eclipse on the bottom of Figure
2);

• All activities have been and will be performed by focusing on the practical application scenarios,
as being studied in WP7. In particular, so far: the e-mobility case study have been adopted
to perform modeling and simulation of some self-adaptive patterns in the catalogue, in strict
cooperation with partner VW (see [AHZ12] and D7.2 [Ser12]); the robotics case study has been
adopted for studying adaptation patterns, and simulation experiments have been performed in
cooperation with partner ULB.

In addition, preliminary collaborations with WP5 have been started and will be intensified during
the next year.

1.3 Structure of the Document

The remainder of this document is organized as follows:

• Section 2 discusses how the SOTA WP4 model has been integrated and harmonized with the
WP1 general models for ensembles and components, and how the integration and harmonization
with the WP3 knowledge models is proceeding.

• Section 3 summarizes the key rationale behind the organization of the patterns catalogue, and
sketches a few exemplary patters (fully described in an ASCENS Technical Report [Puv12]).
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• Section 4 reports on the experiments we have performed to simulate the behavior of the self-
adaptive patterns, both in the robotics case study and in the e-mobility one.

• Section 5 presents the key mechanisms that enable self-expression, and report on the key pat-
terns that promote self-expression in autonomic component ensembles.

Eventually, Section 6 summarizes and details the future plan of activities.

2 Models Harmonization

Efforts have been devoted in WP4 to harmonize its findings with those of the other WPs, also to
ensure a smooth and integrated prosecution of the overall ASCENS research activities. In particular,
as summarized in this section:

• The SOTA model described in D4.1 and in [ABZ12] has been harmonized and integrated with
the formal ”General Ensemble Model“ (GEM) defined in WP1 [HW11]. An extensive discus-
sion of such integration is in [WHTZ12] and is summarized in Section 2.1.

• An architectural model for autonomic components and feedback loops is being studied in coop-
eration with WP1 to ensure a smooth and uniform modeling of self-adaptive patterns in terms
of this components, as summarized in Section 2.2.

• Attention is being continuously played to ensure smooth integrability with the knowledge tools
produced in WP3, and in particular KnowLang [VM12], as summarized in Section 2.3.

2.1 Integration of GEM and SOTA

2.1.1 From SOTA to GEM

SOTA (State Of The Affairs) [ABZ12] is the ASCENS approach to describing the overall domain and
the requirements for a system.

SOTA abstracts the behavior of a system with a single trajectory through a state space. The state
space is the so called state-of-the-affair space, and it represents the set of all possible states of the
system at a single point of time (see Figure 3).

The requirements of a system in SOTA are expressed as goals. A goal is an area of the SOTA
space that a system should eventually reach, and it can be characterized by a goal pre-condition (the
area of the SOTA space which activates the need of achieving a goal), the post-condition (the goal
in itself, that is the actual area which has to be eventually reached for the goal to be satisfied), and
utilities (constraints on how the goal should be reached, i.e., along which trajectory). Formally: G =
〈Gpre , Gpost , U〉.

SOTA is concerned with the overall domain and the requirements of the system. For this it is
sufficient to deal with the state of the affairs without regard for details such as the state’s internal
structure or the probabilities of the different trajectories.

However, for a more detailed investigation of the structure and behavior of ensembles, we need a
more expressive model. To this end, the concepts underlying General Ensemble Model (GEM) defined
in WP1 (early described [HW11]) to model the behavior of ensembles, has been re-formulated in
terms of an extension and generalization of SOTA.

As in SOTA, in GEM it is not necessary to distinguish between ensemble and environment. How-
ever, whenever it is necessary to do that, or when the system specification enforces such a distinction, a
unique state space can always be obtained by combining ensemble and environment using a so-called
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Figure 3: The trajectory of an entity in the SOTA space, starting from a goal precondition and trying
to reach the postcondition while moving in the area specified by the maintain condition.

combination operator; in general, we will use the term system to refer to this combination. Combina-
tion operators are also used as the means to hierarchically build ensembles from simpler components
and smaller ensembles; therefore they serve as a uniform way to model a system’s structure and be-
havior.

In general, a system can behave in a non-deterministic manner and therefore have multiple possible
trajectories through the state space. In GEM we identify a system S with the set of all its possible
trajectories in the SOTA space. We call the space of all trajectories the trajectory space Ξ. Then, a
specific system behavior is a subset of the trajectory space, S ⊆ Ξ.

The state-of-the-affairs concept of SOTA can therefore also be expressed in an enriched way to
account for such trajectories: for each trajectory ξ of the system, and at each point in time t the state
of affairs is the value S(ξ, t), which is a point of the state space Q:

S(ξ, t) = ξ(t) = 〈qi〉i∈I ∈ Q if ξ ∈ S.

In GEM we structure the state space as the result of an interaction between the ensemble and its
environment. We formalize this using the notion of combination operator: let Ξens and Ξenv be the
trajectory spaces of the ensemble and environment, respectively, and let ⊗ : Ξens × Ξenv → Ξ be
a partial map that is a surjection onto S, i.e., there exist Sens ⊆ Ξens and Senv ⊆ Ξenv such that
Sens ⊗ Senv = S.

In this case we obtain a trajectory of the system for compatible pairs of ensemble and environment
trajectories in Sens × Senv . We therefore regard the system as the result of combining ensemble Sens

and environment Senv using the operator ⊗.

2.1.2 Goals and Utilities in GEM

GEM is intended to serve as a semantic foundation for various kinds of calculi and formal methods
which often have a particular associated logic. We define the notion of goal satisfaction “System S
satisfies goal G,” written S |= G in a manner that is parametric in the logic and in such a way that
different kinds of logic can be used to describe various properties of a system. See [HW11] for details.

While goals allow us to express many requirements of systems, many authors have observed that
goals alone are not enough to generate high-quality behavior in most environments. For example, a
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property like “robot X should act by consuming as few energy as possible” cannot be expressed as
a goal, since there is no hard boundary on energy consumption that tells us whether the goal was
achieved or not. Instead we have to compare the energy consumption along various trajectories and
rate trajectories with lower consumption as better than ones with higher consumption. A trajectory ξ
of the system may therefore be more or less desirable; we assign a measure u(ξ) to each trajectory so
that u(ξi) � u(ξj) if and only if ξj is at least as desirable as ξi. The function u is called the utility
function, and u(ξ) is called the utility of trajectory ξ. Often, the definition of utilities is complicated
by having not just a single criterion that we want to optimize, but rather various conflicting criteria
between which we have to achieve a trade-off. Solutions for these kinds of trade-off can be achieved
using the framework of utilities as well.

An optimization goal is then a goal that requires the optimization of a utility. This may take the
form of either optimizing the maximal achieved utility at some point on a trajectory through the state
space, or the goal may be to optimize an aggregate utility along the trajectory.

Note that utilities are strictly more expressive than goals; in fact it is often useful to interpret goals
as utilities as well: we can transform each goalG into a utility uG with the value 1 for each trajectory ξ
that satisfies the goal and the value 0 for all other trajectories. Then, optimizing this goal has the same
effect as satisfying the original goal; only trajectories that satisfy the goal are taken if such trajectories
exist. However, utilities are more flexible than goals: If, for example, G is the goal that no robot in a
swarm should run out of energy, we can define uG to assign values between 0 and 1 to trajectories that
sometimes violate G, depending on the average number of robots that run out of energy every day.
Then, even if G cannot be permanently satisfied, the ensemble can choose the trajectory that violates
the goal for the least amount of time.

2.1.3 Probabilistic GEM

The model presented so far could be sufficient to deal with deterministic and non-deterministic sys-
tems. However, for many practical purposes, simply knowing the possible trajectories of a system is
not enough; instead, we need to know the probability for taking particular trajectories to evaluate the
quality of the system. Therefore we need to turn to stochastic models. This would be needed, for
example, to capture the situation where a robot receives sensor input with measurement errors.

Thus we can assume that a probability measure P(X) is given for each set of trajectories X.1

P(X) describes the probability that a trajectory in X is taken by the system. If the system is gener-
ated from an ensemble Sens and an environment Senv , then we assume that probability distributions
over their respective trajectory spaces are given, and that the combination operator ⊗ computes the
distribution of S from these.

Given a probability measure P and a utility function u for a system S, we define the evaluation of
a system S as the expected utility, i.e.,

evalu(S) = EP[S, u] =

∫
ξ∈S

p(ξ)u(ξ)dξ.

where p is the probability density of P. The evaluation gives us an easy criterion to compare different
systems: a system S1 has a better utility than a system S2 if its evaluation is higher.

2.2 Components and Feedback Loops Modeling

Feedback loops are one of the most common and effective mechanisms to structure adaptive systems,
with lots of examples in the fields of Control Theory (e.g. in control systems), Biology (e.g. in self-

1More precisely, we assume that a probability space is given, i.e., that we have a σ algebra Σ over Ξ and a probability
measure on Σ. In this overview paper we will ignore these kinds of technical complications.
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Figure 4: A service component interface

regulatory systems) and Computer Science (e.g. in autonomic computing systems). They provide a
basic infrastructure for adaptation consisting of a circular flow of information that allows to monitor
both the status of the environment to which to adapt and the entity to be adapted, and enact the
necessary adaptations actions on the latter. The monitoring of the entity being controlled or adapted is
what creates the feedback loop which allows to evaluate the outcome of the control actions.

In the first year of the project, within WP4, feedback loop have been intensively used as a primary
mean also to classify and organize self-adaptive patterns. However, the modeling of such feedback
loop was rather informal. Cooperation with WP2 have been thus made necessary to harmonize the
respective views on feedback loops and autonomic components, and to provide a more formal charac-
terization of components.

In general, structures are typically better described, analyzed and manipulated if defined in terms
of atomic building blocks and composition operators. The typical mathematical formalism used in
those cases is that of an algebra, but of course other formalisms or mechanisms are possible. In any
case, one of the key ingredients in a formalism for describing how entities are connected is that of
interfaces, which define the attachment points of an entity and their properties. In this section we
propose a simple notion of interface for ASCENS service components, which turns out to be useful to
model and illustrate the kind of feedback loops and other patterns being proposed in WP4.

In any case, we emphasize this modeling does not consider those component (such as goal-oriented
autonomous agents) that already inherently embed some form of internal feedback loops, and that in
the catalogue of patterns are defined as “autonomic components”.

2.2.1 Service Component Interfaces

Our notion of interface is based on the observation that the kind of components being conceived in the
ASCENS project communicate essentially along three directions: (i) with the enclosing environment,
possibly including other components, in order to provide services or functionalities, collect informa-
tion, collaborate, etc.; (ii) with entities that need to be monitored and managed to adapt their behavior;
and (iii) with manager components that may require some status information and issue control orders.
Considering the two ways of each direction provides the six-faced interface illustrated in Figure 4 and
defined formally as follows.

A service component interface (SCI) is a tuple 〈I,O,E,C, S, F 〉, such that I,O,E,C, S, F are
sets of pairwise disjoint actions.

Hence the interface of a service component is partitioned into six parts, namely:
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Figure 5: Interfaces appropriate for self-adaptive service components (left), adaptable service compo-
nents (middle-left), manager components (middle-right) and adaptable manager components (right).

• Input, used to receive information from the environment or from other components (e.g. mem-
bers of its ensemble);

• Output, used to send information to other components or to the environment;

• Emitter, used to emit status information to a manager;

• Controller, used to receive adaptation orders from the manager;

• Sensor, used to sense the status of the managed element;

• Effector, used to enact adaptations on the managed element.

We say that an interface 〈I,O,E,C, S, F 〉 is appropriate for (i) an adaptable component ifC 6= ∅,
i.e. the component offers a non-trivial interface to obey the effector of a manager; (ii) a self-adaptive
component if C = ∅,, i.e. the component is not ready to obey the effector of a manager; (iii) a service
component if I ∪O 6= ∅, i.e. when the component’s input and output interface are not trivial; and (iv)
an autonomic manager component if F 6= ∅, i.e. the component has a non-trivial effector interface to
act on some managed component. In this manner we can define a variety of interfaces appropriate for
a family of typical components, as exemplified in Figure 6: self-adaptive service components (left),
adaptable service components (middle-left), manager components (middle-right), adaptable manager
components (right), and so on.

2.2.2 Feedback Loops

Feedback loops where introduced in D4.1 as the way to characterize a pattern.
The above basic notion of interface allows to characterize a variety of feedback loops as well.

Figure 6 illustrates two of them.
The first example (Figure 6, left) is that of an external feedback loop in an adaptable system

that occurs when the manager M and the basic component SC are such that (i) SC is an interface
appropriate for an adaptable service component; (ii) M is an interface appropriate for an autonomic
manager component; (iii) SCE = MS , i.e. the manager senses all what is emitted by the basic
component; (iv) SCC = MF , i.e. the basic component obeys the manager control.

The second example (Figure 6, right) is that of an internal feedback loop in a self-adaptive system
that occurs when the managerM and the basic componentB are such that (i) SC is an interface appro-
priate for an adaptable service component; (ii) M is an interface appropriate for manager component;
(ii) SCE = MS ∪ SCI , i.e. the manager senses all what is emitted by the basic component and also
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Figure 6: Composition of interfaces resulting in an adaptable service component (left), and a self-
adaptive service component (right).

the input of the component; (iii) SCC = MF , i.e. the basic component obeys the manager control;
and (iii) both interfaces are encapsulated, exposing the input and output ports only, and resulting hence
in a self-adaptive service component.

Particularly interesting in this example is the fact that the manager monitors the managed compo-
nent’s input as well. This introduces the idea of the use of appropriate connectors (e.g. duplicators) in
order to build sophisticated feedback loops.

2.3 Harmonization and Integration with Knowledge Tools

Any self-adaptive system running in a highly dynamic environment requires two types of knowledge:
(i) the former to understand that the situation around calls for adaptation; (ii) the latter to understand
which mechanisms of adaptation best suit such situation.

In this context, WP3 and WP4 are focusing on different, yet complementary, perspectives. While
WP3 is looking for knowledge models suitable for supporting reasoning and self-adaptation within
highly dynamic environments, WP4 is experimenting with models, schemes, and mechanisms via
which self-adaptation can be expressed. The ultimate goal of both WPs is to provide a sound set
of conceptual and practical guidelines and tools to assist developers in modeling, engineering and
implementing self-adaptive systems. In this section we summarize the efforts performed so far to
ensure that the results of both WPs can be effectively integrated and harmonized into a coherent
picture.

In general, WP4 defines SCs as context-dependent components, as from Figure 4. From the in-
ternal viewpoint, one can consider “Actions” (A1, A2, . . . , An) internal to the component that are
selected by a “logic” module capable of identifying the most appropriate one given a specific situa-
tion. Basic SCs can be specialized in goal-oriented SCs (see Figure 7) able to choose a chain of actions
by considering both the goal of the component and the current situation. Goal-oriented SCs have been
designed to cope with uncertainty by continuously learning from their previous actions.

It is worth noticing that “logic” block can be externalized to another class of components called
Autonomic Managers (AMs). These components continuously monitor SCs in terms of both internal
and environmental state and provide suggestions about the most proper chain of actions to be executed.
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More specifically, AMs have been introduced to eventually separate SCs (i.e., components capable of
taking actions) from their internal logic (i.e., the dynamic mapping between actions, operating condi-
tions and components goals). This perspective introduces results achieved within WP3. KnowLang,
in fact, has been specifically designed to cope with this task (see Figure 8).

In KnowLang the autonomic self-adaptive behavior is provided by policies, events, actions, situa-
tions, and relations between policies and situations. Policies are specified to handle specific situations
and exhibit a behavior via actions generated in the environment or in the system itself. Specific condi-
tions determine which specific actions shall be executed. These conditions are often generic and may
differ from the situations triggering the policy. Thus, the behavior not only depends on the specific
situations a policy is specified to handle, but also depends on additional conditions. Such conditions
might be organized in a way allowing for synchronization of different situations on the same policy.
When a policy is applied, it checks what particular conditions are met and performs the associated
actions via special mappings.

Figure 7: A goal-oriented autonomic component.

From this viewpoint, it is clear how KnowLang could be used as a useful tool to make SCs au-
tonomic. KnowLang, in fact, could be able to express the most significant situations in which a SC
could be immersed and, by continuously monitoring both the SC and the environment, suggest ade-
quate actions.

From another viewpoint, instead, it is possible to see a clear relation between SOTA and KnowL-
ang. In fact, while the former is rooted around the concept of “State of the Affairs” (i.e., the overall
status of both a system and its environment), KnowLang provides a practical tool to define policies
able to capture specific conditions (i.e., volumes contained within a SOTA hyperspace) and to trigger
actions useful for reaching the system goal.

As a final remark, it is worth mentioning that WP4 compiled an extensive catalogue of adaptation
patterns. These patterns are focused on the relations among different SCs and AMs within a shared
ensemble. Considering that KnowLang has been designed to keep track of both the system and the
environment (including the topology of the network), these patterns could be expressed in KnowLang
in order to achieve the expected adaptation patterns.
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Figure 8: An autonomic manager exploiting KnowLang and coupled with a component.

3 The Catalogue of Patterns

At the end of the second year, the catalogue has been eventually finalized, relying on a solid (and more
rational that in the first year) taxonomy, and also based on a more formal model of components (as
from the previous section).

3.1 Basic Components for the Pattern Catalogue

To create the catalogue of patterns, we used two basic components (or patterns of component), de-
scribed in the following and in a more detailed way in [Puv12]. These basic components showing dif-
ferent adaptation capabilities, can be composed in different ways to create a number of self-adaptive
patterns, either at the level of individual components or at the level of ensemble. A clear definition of
their interfaces help in understanding the mechanism of composition.

The “Reactive Service Component” is able to react to service requests. The component receives
services’ requests as Input and replays to the service request with an Output. Inside the component
there are some “actions” (A1, A2, . . . , An) that can be performed by the component, and a “logic”
that selects the more appropriate action in order to satisfy a service’s request. The component is
also situated in an environment and it can sense what is happening in the environment (and this can
influence its actions) and can also act on the environment. We emphasize that the component’s reaction
is mediated by such logic: this means that when a request R1 arrives, the component will initially
respond with action A1; but if changes in the environment occur, the logic can choose another action
(e.g. A2) that better responds at the same request R1. This new action is chosen in order to better
satisfy the request, due to the adaptation of the component in reaction to external changes.

The “Proactive Service Component” (PSC, and also called goal-oriented component) presents an
internal feedback loop (see Figure 7). This component has a higher degree of autonomy, and thus of
self-adaptation, than the Reactive. In fact, it can code internal goals that, along with the logic, can
manage the choice of a specific action in response to the service request. The choice can depending
on: (i) how close to the goal each action will bring it, possibly also based on the effects of past
actions, and (ii) the current status of the environment in which it is situated. The internal structure for
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action selection based on goals, current status, and environment, makes the component structured as
implicitly having a sort of internal autonomic feedback loop.

It is worth mentioning that the behavior of both “Reactive Service Component” and “Proactive
Service Component” can be related to the KnowLangs mechanism for knowledge representation for
self- adaptive behavior where actions are picked based on past experience and considering changes in
both the system and the environment.

As said in Subsection 2.2.1, a specific “Autonomic Manager” (AM) component can externalize
and make explicit a feedback loop, and be used to add an autonomic control loop to a component
(either a SC, or a PSC, or another AM). The AM does not need to be a complex component. It has an
interface similar to the one of the SC, but its internal logic is different because it has a different role.
For example, to adapt a SC, the AM can simply set a flag that will change the logic of the SC in term
of which action to use to respond to a specific request. Or else, the AM can act changing the set of
actions of the SC.

The Input of the AM is the same of the component it manages, to make its monitoring of the
component complete. In addition, in order to manage the component, the AM can use its own Sen-
sors extract the information about the internal state of the component also from the Emitters of the
component (e.g. knowledge, information about the environment, behaviour, etc.) and propagates its
adaptation policies and actions using eFfectors through the Controller ports of the managed compo-
nent.

3.2 Mechanisms of Patterns Composition

In order to rationally organize and describe architectural self-adaptive patterns, both at the level of
components and ensembles, we now introduce the basic mechanisms by which, starting from the
basic components, such architectural patterns can be composed.

That is, the mechanism by which a single SC or PSC can be composed into composite autonomic
components or ensembles.

To this end, we can consider two primary dimension of composition (see Figure 9);

1. Composition at the component level, and corresponding to viewing Figure 9 horizontally, in
particular on the first row and from left to right. This is where an individual component (an SC
or a PSC) where a SC is extended adding more and more autonomicity with the aid of AMs.

2. Composition at the ensemble level, and corresponding to viewing Figure 9 vertically, from up
to down. This is where individual components are brought together to form an ensemble and
in which different ways of organizing the interactions in the ensemble correspond to different
self-adaptive patterns2.

In the taxonomy table, we do not focus on the communication mechanisms between SCs, which
are not even graphically represented. Rather, we focus on the mechanisms and structures of interaction
between components and/or autonomic manager aimed at supporting self-adaptive behavior. More-
over, even if it is clear that all the components always live and interact in a common environment, it
is only when such common environment can be exploited as a means for adaptive interactions that the
pattern is represented as situated in a single environment.

Starting from the basic mechanisms and by applying the various mechanism of composition, one is
able to obtain (and these are represented in the table) all useful architectural patterns of self-adaptation

2As a general consideration, we emphasize that the number of SCs or ASCs that take part of a specific self-adaptive
pattern in an ensemble is not relevant. In fact, if the ensemble is dynamically determined by means of some “ensemble
attributed” (as from proposed in WP1 and described in D1.2), the arrival and dismissing of specific SCs, provided the
overall structure of the adaptation pattern is preserved, is not relevant.
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(represented with bold lines in Figure 9), and possibility all the basic elementary ones3. By iterating
the application of these mechanism, one can clearly obtain more complex and elaborated self-adaptive
architectures (represented with light lines in Figure 9), but this are better expressed in terms of com-
posite patterns, rather than as elementary ones.
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Figure 9: Taxonomy of self-adaptive patterns based on different composition mechanisms

At the component level, starting from the basic component (Reactive and Proactive), we enable
more autonomicity by adding external Autonomic Managers (AMs), that will explicit the feedback
loop that expresses adaptivity. The AMs can be added in parallel or in one on top to the other (hierar-
chy).

At the ensemble level we compose more basic components in order to create an Ensemble where
each component has the same autonomic behavior. Each SC behaves in the same way inside the
ensemble. We found out three main row for the table (see Figure 9):

1. The second raw considers ensembles of Service Components where the feedback loop that con-
trol adaptation is implicit and mediated by a shared environment. This patterns include all
typical schemes of swarm intelligence. The pattern can consider both Service Components that

3The fact that these architectural patterns represent the elementary ones is not yet formally proved, although we are
making some progress in this direction
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that are not autonomic (first column of second row of Figure 9) as well as Service Components
that are made autonomic by means of AMs attached individually to each of them, but whose
AMs do not coordinate with each other (second column of second row in Figure 9) components.

2. The third row considers ensemble of service components that are made autonomic by some
organization of AMs that explicitly coordinate the adaptation actions of the ensemble. This can
consider both a fully centralized coordination of adaptation (first column of third row of Figure
9), in a single AM controls all SCs, as well as a hierarchical organization in which individual
AMs control individual SCs, and a central AM coordinates all AMs (second column of third
row of Figure 9).

3. The fourth column includes ensembles in which components (whether proactive, goal-oriented
components, or SCs each coupled with a autonomic manager) directly coordinate and negotiate
(in a fully distributed decision making) their adaptation actions. Such direct negotiation of
adaptation actions can again take place via the shared environment (first column of fourth row
of Figure 9) or via direct communication acts (second column of fourth row of Figure 9).

All other schemes of self-adaptation can then be expressed as a composition of the above men-
tioned schemes. However, if we consider large scale system, a matter of conceptual simplicity may
suggest looking at self-adaptive patterns in terms of a layered structure (see Figure 10). The idea is
that, rather then focussing on the specific scheme of interaction between components, AMs, or the
environment, one could focus primarily on the “locus” in which adaptation actions take place.

Figure 10: A layered perspective on self-adaptive patterns.

The Environment Layer is the one describing the environment, and the activities that, if taking
place in an environment promoting indirect stigmercing interactions, can produce forms of sponta-
neous and implicit self-adaptation (i.e., self-organization).

The Service Component Layer is where SCs live and interact for functional, and not for adaptation
purposes.

The Autonomic Manager layer is where AMs live and interact, and in which explicitly engineered
solutions (whether based on centralized, hierarchical, or distributed decision making for AMs) for
inducing feedback and adaptation in the SCs layer exist.
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In the next period of the project, we intend to adopt this layered perspective as a starting point
towards studying means of dynamically controlling the behavior of large-scale ensembles and systems.

3.3 Pattern template

In order to create a catalogue of architectural adaptive patterns, in which the simple architectural
diagrams of Figure 9 are enriched with all the information needed to understand how and when to
apply the pattern, the use of a template is recommended.

Starting from the literature, we use a template similar to the one of the “basic design pattern”
created by [GHJV95]. We also take inspiration from the work of [RC10]. Moreover we add the field
“SOTA description” that refers to the typically structure that, when exhibited by SOTA goals and
utilities, it suggests the adoption of the pattern.

In the following, we describe each field we use in the patter template:

• Pattern Name: Name that will identify the pattern.

• Classification: If the pattern is for SC or for SCE.

• Intent: A description of the problem the pattern addresses.

• Context: The conditions in which the pattern should be applied.

• Structure: A representation of the pattern interface in term of UML/UML like diagrams.

• Behaviour: A description/representation of how the patter achieves its main objectives.

• SOTA description: A description of the pattern using the SOTA notations in term of:

– Goals: A description of the pattern’s goals.

– Utilities: A description of the pattern’s constraints and utilities.

• Consequences: A description of how objectives are supported by the given pattern and a list of
the trade-offs and outcomes of applying the pattern.

• Related Patterns: Additional patterns that are commonly used in conjunction, and patterns
derived from that, of from which this pattern derives.

• Applications: A list of use cases that apply this pattern.

3.4 Exemplary Patterns

Let now we present some exemplary patterns of service components and service components ensem-
bles.

• Pattern Name: Autonomic Service Component.

• Classification: Pattern for Service Component.

• Intent: The component alone is not able to self-adapt (or if the component is a proactive one its
adaptation here is not enough). Adaptation is possible by adding an external AM that manages
the component. The overall composite is made of a controlled SC and a part that represents
the autonomic control manager (AM). The services of the controlled part and its goals and
utilities (if any), are tightly coupled with the AM that is devoted to adapt its behaviour to enforce
additional utilities.
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• Context: This patterns has to be adopted when:

– there are components that need to be deployed in an environment where additional/differ-
ent requirements necessitate the component to handle different sets of utilities and goals;

– there is the necessity to share knowledge or something else (e.g. code, hardware, etc.),
that is better managed from an external controller;

– adaptation is not fully reached without an external AM.

• Structure:

Figure 11: Autonomic Service Component Pattern

• Behaviour: This pattern is designed around an explicit autonomic feedback loop. Using “sen-
sors” the SC and the AM can perceive the different events in the environment and the changes in
the environment itself. The AM perceives not only the environment, but also the service request
made at the component and its logic. Having its internal goals and utilities, the AM manages
the adaptation inside the component, maybe changing the logic of choosing actions in response
to a service request.

• SOTA description:

– Goals: G = {GSC4 ∪GAM}
– Utilities: U = {USC ∪ UAM}

• Consequences: The component can be a simple one because all the management of the adap-
tation of its response to a service request is delegated to the AM. The AM can eventually share
knowledge with the external, and be aware of more information about the external, than the
component.

• Related Patterns: Multilevel AMs Service Component Pattern; Hierarchy of parallels AMs
Service Component Pattern.

• Applications:

4if there are any.
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– An example of the use of this pattern is the Travel Companion case study presented in
[QPEM10]. A travel companion helps its users by monitoring their travel itineraries.
These itineraries are generated by accessing available services (e.g. airlines). It is based
on available services and it provides an interface to the user to browse and search available
travel and allied services to prepare her travels. It also allows for plan modification, either
form user requests, or initiated by the Travel Companion on behalf of the user, based on
her current context and preferences, using an external AM.

———————————————————————————————————————

• Pattern Name: Reactive Stigmergy Service Components Ensemble.

• Classification: Pattern for Service Components Ensemble.

• Intent: There are a large amount of components that are not able to directly interact one to each
other. The components simply react to the environment and sense the environment changes.

• Context: This patterns has to be adopted when:

– there are a large amount of components acting together;

– the components need to be simple component, without having a lot of knowledge;

– the environment is frequently changing;

– the components are not able to directly communicate one with the other.

• Structure:

Figure 12: Reactive Stigmergy Service Components Ensemble

• Behaviour: This pattern has not a direct feedback loop. Each single component acts like a bio-
inspired component (e.g. an ant). To satisfy its simple goal, the SC acts in the environment that
senses with its “sensors” and reacts to the changes in it with its “effectors”. The different com-
ponents are not able to communicate one with the other, but are able to propagate information
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(their actions) in the environment. Than they are able to sense the environment changes (other
components reactions) and adapt their behaviour due to these changes.

• SOTA description:

– Goals: GSC1 = GSC2 = . . . = GSCn

– Utilities: USC1 = USC2 = . . . = USCn

• Consequences: If the component is a proactive one, its behaviour is defined inside it with its
internal goal. The behaviour of the whole system cannot be a priori defined. It emerges from
the collective behaviour of the ensemble. The components do not require a large amount of
knowledge. The reaction of each component is quickly and does not necessity other managers
because adaptation is propagated via environment. The interaction model is an entirely indirect
one.

• Related Patterns: Proactive Service Component.

• Applications:

– A case study that uses this pattern is the ant system for web search presented in [GM04].
This system is composed of a colony of cooperative distributed agents. The intelligent
behaviour arises because of the agent’s interaction with the environment, and indirectly
with the other system’s agents. Each agent corresponds to a virtual ant that has the chance
to move itself from the hypertextual resource where it is currently located, to another url.
A sequence of links represents a possible agent’s route, where the pheromone trail could
be released on at the end of each exploration. The pheromone trails represent the mean
that allows the ants to make better local decisions with limited local knowledge both on
environmental and group behaviour. The ants employ the pheromone to communicate the
exploration result to another: the more interesting resource an ant was able to find out, the
more pheromone trail it leaves on the followed path.

– Also the Shifter experience presented in [CSPSO11] uses this pattern. Here an agent
(shifter) is considered as a steam cell: a powerful computational unit ables to perform a
concrete functionality once it has been instructed to do so. At the beginning an agent is a
neutral module, capable of transforming into whatever the system requires; once they have
acquired a function, they turn into conventional cells.

– Another robotic application scenario is presented in [EGT+09]. A group of robots assem-
ble to follow a path. While robots are moving, various autonomous adaptations take place
due to changes in the execution environment, scenario goals, and other factors.

– Another system that uses this pattern is described in [WH07]. Here Agents are situated
in an environment, which they can perceive. Using this environment they can indirectly
interact with one other. Agents are able to adapt their behaviour according to the changing
circumstances in the environment. The overall application goals result from interaction
among agents, rather than from capabilities of individual agents.

———————————————————————————————————————

• Pattern Name: Centralised AM Service Components Ensemble.

• Classification: Pattern for Service Components Ensemble.
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• Intent: A SC necessitates an external feedback loop to adapt. All the components need to share
knowledge and the same adaptation logic, so they are managed by the same AM.

• Context: This patterns has to be adopted when:

– the components are simple and an AM is necessary to manage adaptation;

– a direct communication between components is necessary;

– a centralised feedback loop is more suitable because a single AM has a global vision on
the system;

– there are few components composing the ensemble.

• Structure:

Figure 13: Centralised AM Service Components Ensemble

• Behaviour: This pattern is designed around an unique feedback loop. All the components are
managed by a unique AM that “control” all the components behaviour and, sharing knowledge
about all the components, is able to propagate adaptation.

• SOTA description:

– Goals: G = GSC1 +GSC2 + . . .+GSCn +GAM

– Utilities: U = USC1 + USC2 + . . .+ USCn + UAM

• Consequences: An unique AM is more efficient to manage adaptation over the entire system,
but it can became a node of failure.

• Related Patterns: Autonomic Service Component.

• Applications:

– A typical case study that presents this pattern is the Web-based client server case study, as
presented in [CPGS09] and [LNGG11]. Znn.com is a news service, which serves multi-
media news content to its costumers. It is a web-based client-server system that conforms
to an N-tier style. It uses a load balancer to balance request across a pool of replicated
servers, the size of which is dynamically adjusted to balance server utilization against
server response time. This system is developed using the Rainbow framework: probes and
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gauges (proper of the framework) monitor the response time and server load, reflecting
those as properties in the architecture model. The architecture evaluator triggers adaption
when any client experiences request-response latencies above some threshold. The AM
determines whether to activate more servers or decrease content fidelity, as specified in a
repair script.

– Another case study is presented in [DMSFR10]. It presents an Industrial Assembly Sys-
tems case study to explain the MetaSelf Framework. The assembly system is an industrial
installation that receives parts and joins them in a coherent way to form a final product.
It consists of a set of equipment items called modules (SCs) that are each managed by an
AM. The systems’ modules spontaneously and dynamically select each other and their po-
sition in the assembly system layout, using a direct communication. Using their AMs they
also dynamically program themselves in terms of micro-instructions for robots’ move-
ments. The result of this self-organising process is a new or reconfigured assembly system
that will assemble the ordered product.

———————————————————————————————————————

• Pattern Name: P2P AMs Service Components Ensemble.

• Classification: Pattern for Service Components Ensemble.

• Intent: This pattern is designed around an explicit autonomic feedback loop for each compo-
nent. The components are able to communicate and coordinate each other through their AMs.
Each AM manages adaptation on a single SC.

• Context: This patterns has to be adopted when:

– the components are simple and an external AM is necessary to manage adaptation at the
component level;

– the components need to directly communicate one with the other (through their AMs) to
propagate adaptation.

• Structure:

Figure 14: P2P AMs Service Components Ensemble
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• Behaviour: Each component is managed by an AM and acts as an autonomic component. Than
the AMs directly communicate one with the other with a P2P communication protocol. The
communication made at the AM’s level makes it easier to share not only knowledge about the
components, but also the adaptation logic.

• SOTA description:

– Goals: (GSC1 +GAM1)
⋃

(GSC2 +GAM2)
⋃
. . .

⋃
(GSCn +GAMn)

– Utilities: (USC1 + UAM1)
⋃

(USC2 + UAM2)
⋃
. . .

⋃
(USCn + UAMn)

• Consequences: The use of AMs to communicate between components makes it simply the
adaptation management because the components remain simple and the knowledge necessary
for adaptation is easily shared between the AMs.

• Related Patterns: Autonomic Service Component.

• Applications:

– A lot of case studies about intelligent transportation systems use this pattern. For example
a traffic jam monitoring system case study is presented in [ADLMW09]. The intelligent
transportation system consists of a set of intelligent cameras, which are distributed evenly
along a highway. Each camera (SC) has a limited viewing range and cameras are placed to
get an optimal coverage of the highway. Each camera has a communication unit to interact
with other cameras. The goal of the cameras is to detect and monitor traffic jams on the
highway in a decentralised way. The data observed by the multiple cameras has to be ag-
gregated, so each camera has an agent that can play different roles in organisations. Agents
exploit a distributed middleware, which provides support for dynamic organisations. This
middleware acts as an AM; it encapsulates the management of dynamic evolution of or-
ganisations offering different roles to agents, based on the current context.

– The same case study is presented in [HTHJ10] that develops it with an Aspect-oriented
architecture.

4 Simulations and Tools

Here we firstly present the experiments performed to test the self-adaptive patterns in the robotics case
study, and then the simulation tools for the study of self-adaptive patterns that we have developed as
an Eclipse plug-in.

4.1 Simulation of Patterns in the Robotics Case Study

To test some self-adaptation patterns, we adapted the Robotics Case Study, specifically simulating the
task allocation problem [KB00].

4.1.1 Scenario and Goals

In this system, the goal of each robot (SC) is to search for food items placed in a square area, and
bring them back to the nest (each robot can carry at most one item per time). Each robot has also the
sub-goal of avoiding obstacles (e.g., walls, other robots or objects) on its way. Thus, each robot needs
to change its route in order to avoid obstacles while adapting its behaviour to a diminishing number of
available food items.
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The goal of the whole system (SCE) is to increase the nest energy. This energy decreases during
the simulation, due to the energy consumption of each robot. The main constraint of each robot is to
avoid running out of batteries. Moreover its main utility is about energy consumption: the less energy
consumed, the better. Running outside the nest, robot consume energy taken from the nest itself. Each
robot must save its energy in order to keep the whole ensemble up and running.

The problem was well described in [Puv11], where some simulation were already been made
changing parameters like number of robots, number of food items into the arena, and number of
obstacles. In order to simulate the robot behaviour we use ARGoS5. We create a squared arena where
the robots are free to move and where a set of food items is uniformly distributed.

As we described in [PCL12], each robot adapts its behaviour in relation to environment changes: it
changes its internal probabilities (to rest, to explore searching for food item, to come back to the nest,
or to stop when out of energy) and propagates these information into the environment. Due to that, the
other robots can sense the new changes in the environment and may change their own probabilities.

Every time a robot finds an item, it captures it and makes it to disappear from the arena. Only
when the robot leave the item into the nest, a new one appears.

The nest energy has a starting value and it increase by a specific value (i.e. food energy) every
time a food item reaches the nest. On the other hand, every time a robot arrives into the nest, its battery
is automatically recharged, taking this energy from the nest. Walking around, each robot consumes
1 energy unit per second. When its battery level goes under a certain threshold, the robot decides to
come back to the nest in order to avoid battery exhaustion.

4.1.2 Experiments

In the simulation presented in [Puv11], we use the “Reactive stigmergy SCE Pattern” described in
Section 3.4 because it well suits the robots behaviour (as a swarm). However, we find out that this
pattern was not the best one in certain conditions. For example in an arena with some obstacles, the
performances of the system that is developed using this pattern, decrease. Therefore we developed the
system using another pattern, the “Centralised AM SCE Pattern” (see Section 3.4).

In an arena free form obstacles (see Figure 15 - a) the system that uses the Reactive stigmergy
pattern is able to adapt its behaviour after a first arrangement time. The same system in an arena with
four cubic obstacles (see Figure 15 - b) adapts its behaviour, but its performances start to decrease at
the time of 300 sec, as we can see from Figure 16. This happens because it is more difficult to find
food and to come back to the nest, due to the obstacle presence. So each robot spends more energy
to avoid the obstacles and its probability to stay in the nest increases, less robots go out searching for
food and the number of collected food item decreases.

As said before, in an arena with some obstacles (if the number of robots is limited as in this ex
ample), we found it is better to use a different pattern that suits the new system configurations. For
example, if there is an external camera over the arena, this can perform as an external manager (i.e.
centralized AM) able to direct the robots’ route. This will allow each robot not to spend a lot of
time trying to avoid obstacles. It is not important that the camera knows the position of food items to
increase the performances of the system; it is enough that the camera knows the obstacles position.
The camera is able to find out when a robot is approaching an obstacle, and makes it change its route.
As we can see from Figure 17, the performances of the system that use the Centralized AM pattern,
rapidly increase.

It is important to notice that, in an environment without obstacles, the performances of a system
developed using the Centralized AM pattern, are not so good as the one using the Reactive Stigmergy

5 http://iridia.ulb.ac.be/argos/
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a) b)

Figure 15: Simulation arenas. White floor, grey nest and food items represented as black dots.

Figure 16: Performances using the Swarm SCE Pattern

pattern, as we can see from Figure 16, because the system’s features are the ones described in the
Reactive Stigmergy pattern.

From these considerations we understand that sometime it can be necessary to dynamically change
the adaptation pattern at runtime (self-expression), when for example some changes in the environ-
ment occur (e.g. presence of new obstacles) and when the new system’s configurationes are better
described in a different pattern. The self-expression mechanism can be realized for example with code
migration, or introducing one new element (e.g. an AM) inside the system, without changing all the
other components in the system.

4.2 A Simulation Tool for Feedback Loops and Self-Adaptive Patterns

In the SOTA space, a system is self-aware if it can autonomously recognize its current position and
direction of movement in the space. Self-adaptation implies that the system is able to dynamically
direct its trajectory in the SOTA space. Such capability necessarily requires the existence of feedback
loops inside the system, to detect its current trajectory, and properly correct it on need to reach specific
regions of the space, corresponding to specific application goals. To achieve this, SOTA defines several

ASCENS 27



D4.2: Second Report on WP4 (Final) November 12, 2012

Figure 17: Performances with 4 obstacles

architectural design patterns [ABZ12, CPZ11] in which feedback loops are organized.
Many approaches on software engineering of self-adaptive systems propose solutions for their de-

velopment, analysis and validation methods (e.g., [ADLMW09, TPYZ09]). However, few approaches
(e.g., [MPS08, VWMA11, VRHR11]) provide explicit support for the engineering of feedback loops.
In particular, limited attention has been given to providing tool support for simulating these feedback
loops, and for understanding how such feedback loops should be architected. Thus, as a specific
contribution, we are currently developing an Eclipse-based simulation plug-in [AHZ12] to support
the engineering (i.e., modeling, animating and validating) of self-adaptive systems based on feedback
loops. The plug-in is developed using the IBM Rational Software Architect Simulation Toolkit 8.0.4.
Our approach is explored and validated using the basic scenario (S0) of the e-mobility case study
[HZWS12].

4.2.1 Notion of Feedback Loops

A feedback loop is the part of the system that allows self-adaptation towards goals’ achievement,
i.e., self-adjusting behavior in response to system changes (or environmental changes) [ABZ12]. It
provides a generic mechanism for adaptation where it provides means for inspecting and analyzing
the system at the SC or SCE level and for reacting accordingly.

There are several limitations in the traditional autonomic feedback loop: it does not detail the flow
of control or data; the flow is unidirectional; often multiple separate loops are involved in a practical
system and not a single control loop [BDMSG+09]. Realistically, a feedback loop needs to contain
multiple control loops forming a feedback structure, which allows it to work independently and in co-
ordination. These multiple control loops can interact using two basic mechanisms of loop interaction:
hierarchy and stigmergy [VRHR11]. In stigmergy, loops act on a shared subsystem, and in hierar-
chy a loop directly controls another loop. Also, multiple feedback loops can coordinate and support
adaptation using two basic mechanisms: inter-loop and intra-loop coordinations [VWMA11]. These
loops extend the IBM’s MAPE-K (i.e., monitor, analyze, plan, execute and knowledge) [KC03] model
of adaptation. Intra-loop coordination is provided by multiple sub-loops within a single feedback
loop, which allows the various phases of MAPE-K in a loop to coordinate with one another. In con-
trast, inter-loop coordination supports the coordination of adaptation across multiple feedback loops.
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Also, two types of feedback loops can be identified depending on the nature of feedback, i.e., positive
and negative [CdLG+09]. Positive feedback occurs when an initial change in a system is reinforced,
which can lead to an amplification of the change. In contrast, a negative feedback occurs to counteract
a perturbation.

4.2.2 Key Goals of the Plug-in

As feedback loops can be organized using many architectural patterns, it is important to provide tools
supporting their engineering. The key goals of our plug-in include:

• Modeling SOTA patterns using UML 2 where the patterns’ structural and behavioral information
modeled using activity, sequence and composite structure diagrams.

• Visually animating SOTA patterns’ behavior during execution to expose runtime view of the
simulated model (next element to execute, executed element, active states, tokens).

• Animating composite structures of SOTA patterns, e.g., interaction messages and token flows,
and execution history information of the simulation.

• Model-level debugging and control of patterns execution. This adds breakpoints and other com-
mands, e.g., stepping, suspend, resume, terminate.

• Simulating event-driven models of the patterns, which can occur due to the execution of a model
element or the engineer manually sending an required event.

• Run-time prompting during patterns simulation, which allows the engineer to interact on how
to proceed with the execution of an informal model construct.

Next we provide the basic schema of the plug-in for two key SOTA self-adaptive patterns (Sect.4.2.3)
which can then be specialized by the designer for a specific case study (Sect.4.2.4).

4.2.3 Simulation: Conceptual View for Key SOTA Patterns

In order to clarify the ideas behind the plug-in, Figure 18 shows the conceptual view of it in operation
for two key SOTA architectural patterns at the SC and SCE levels, i.e., the Autonomic SC pattern and
the Centralized Autonomic SCE pattern.

The Autonomic SC pattern is characterized by the presence of an explicit, external feedback loop
to direct the behavior of the managed element. An autonomic manager (AM) handles adaptation of the
managed element. Several AMs can be associated to the managed element, each closing a feedback
loop devoted to control a specific adaptation aspect of the system. Adding different levels of AMs
increases the autonomicity, and these AMs work in parallel to manage the adaptation of the managed
element. For instance, let us consider that we have two feedback loops with an autonomic manager
in each loop to handle adaptation on two SOTA dimensions respectively (see Figure 18). These loops
can interact with each other using hierarchy or stigmergy, and here we can identify an inter-loop co-
ordination where MAPE-K computations of the loops coordinate with each other. Depending on the
nature of the feedback, the feedback loops can be either positive or negative. All the AMs have the
IBM’s MAPE-K adaptation model. An intra-loop can be identified between the Analyze and Knowl-
edge components to allow the coordination of adaptation between these two phases. The managed
element has two components: a Sensor and an Effector, and a representation of SOTA goals and util-
ities. SOTA goals’ pre-conditions and post-conditions are modeled using UML Action Language and
guard conditions while utilities are modeled using UML Object Constraint Language constraints.
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Figure 18: Conceptual view of the plug-in for two key SOTA patterns.

The Centralized Autonomic SCE pattern is characterized with a centralized global feedback loop,
which manages an higher-level adaptation of behavior of multiple autonomic components (see feed-
back loop for SC1 and SC2 in Figure 18). The adaptation is handled by a super AM, and like an AM it
has the IBM’s MAPE-K adaptation model. This is while the single SCs (e.g., SC1 and SC2) are able
to self-adapt their individual behavior using their own external feedback loops.

We use UML 2 activity diagrams as the primary notation to model the behavior of feedback loops.
In a feedback loop, all the actions are not necessarily performed sequentially. An iterative process
allows to revise certain decisions if required, and therefore, activity diagrams are effective to design
the feedback loops. In our work, a feedback loop is essentially the interplay between flow (control or
data) and actions on the flows. Activity partitions are used to represent the SCs.

4.2.4 Simulation: An Example for the E-Mobility System

The basic scenario (S0) of the e-mobility case study is used to explore and validate our simulation.
Let us consider a situation where a user intends to travel for an appointment or meeting at a particular
destination [HZWS12]. Figure 19 (top portion) illustrates the temporal sequence of the mobility events
related to a single appointment. First, the user drives the electric vehicle to the car park, then parks the
car and walks to the meeting location. During walking time and meeting time the electric vehicle can
be recharged.

In this example, the main SCs are the user, the electric vehicle, the parking lots and charging sta-
tions (see Figure 19). These SCs can be conceptually modeled as SOTA entities moving in the SOTA
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Figure 19: E-mobility scenario simulated by SOTA patterns with feedback loops.

space. Each of these can be modeled in terms of entities having goals, and utilities (at individual
or global level) that describe how such goals can be achieved. The main SCEs are: (i) the temporal
orchestration of the user, the electric vehicle, a parking lot and a charging station (assigned infras-
tructure), (ii) a collection of available parking lots and (iii) charging stations. Each SC and SCE of
this mobility scenario can be described using (i) the SOTA goals and utilities, (ii) the awareness being
monitored for the managed element, (iii) any contingencies that can occur, and (iv) the corresponding
self-adaptive actions using feedback loops.

For example, let us consider the electric vehicle SC, which is the central SC within the mobility
scenario. It interfaces with both the user and the infrastructure SCs during driving, and with the
infrastructure SCs only during parking or walking. The user SC provides travel input to the electric
vehicle. The goal of the electric vehicle is to reach the destination with the planned energy and at the
planned time. An utility can be the battery’s state of charge should not reach ‘low’ until the electric
vehicle reaches its destination which is its goal. The awareness being monitored are the battery state
of charge, the vehicle’s current location, and time. Contingency situations that require self-adaptive
behavior are (i) the unavailability of a parking lot, (ii) the electric vehicle cannot reach the destination
on time with the planned energy, and (iii) the user overrides the plan. Possible self-adaptive actions
are (i) change the booking, (ii) change the route, and (iii) change the driving style.
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Figure 20: Plug-in: SOTA Autonomic SC pattern simulated for an e-mobility scenario.

As shown in Figure 19, in order to handle adaptation of a managed element, we can provide sep-
arate AMs for each SOTA awareness dimension. The electric vehicle SC has three AMs defined to
handle adaptation on battery state of charge, climate comfort requirements of the user, and location.
Any self-adaptive behavior on routing needs to be handled at the SCE level as these actions are ap-
plicable to both the user and the electric vehicle SCs. Thus, a super AM has been defined to handle
adaptation on routing. Note that in Figure 19, an MAPE-K represents the SCs handling monitor,
analyze, plan, execute and knowledge adaptation activities.

Parking lot SCs and charging station SCs need to be aware of their availability. Possible contin-
gency situations that require self-adaptive actions are when an electric vehicle does not arrive on time,
or when it leaves earlier or later than the booked time. Therefore, AMs can be defined to manage
availability of the infrastructure SC at the individual SC level, and two super AMs can be provided to
handle adaptation of the collections of parking lot and charging station SCs, respectively (see Figure
19).

Figure 20 provides an example of the plug-in in operation for the electric vehicle SC with two
AMs to handle adaptation on battery state of charge and climate comfort requirements of the user (see
[AHZ12] for details).

In conclusion, it is clear that there are a number of SCs, SCEs, AMs and super AMs closing mul-
tiple interacting feedback loops. These feedback loops, which SOTA uses as mechanisms to express
self-awareness and self-adaptation, can be organized using several architectural patterns. Therefore, it
is the aim of our work to provide engineering support (i.e., modeling, animation and validation) to the
software engineer in order to easily grasp this complex setup.

5 Self-Expression Patterns

As discussed in D4.1, self-expression is a sort of meta-level form of structural adaptation: whenever
the patterns adopted in a system (for some of its SCs or SCEs) appears do not longer adequate to
properly and/or effectively support adaptation, a re-engineering of the structure of the system may be
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required, to re-shape the pattern. That is, to re-shape the control loops that ensure adaptation.
In D4.1, we only studied self-expression patterns in terms of what mechanisms should be put in

place to enable self-expression. The progresses made so far on the study of self-expression patterns
has enabled understanding:

• What are the actual self-expression patterns;

• That the mechanisms to implement self-expression can be very simply expressed in SCEL.

5.1 The Rational Behind the Identification of Self-Expression Patterns

In Section 3 we have presented the catalogue of self-adaptive patterns, and have discussed how and
when this should be fruitfully adopted for the engineering of self-adaptive systems. By definition,
self-expression is necessary whenever the conditions that led to the choice of a specific self-adaptive
patterns do not longer hold, and a different self-adaptive pattern has to be preferred.

This said, it is clear that the taxonomy proposed for self-adaptive patterns (as from Figure 9),
also provides guidelines for a more accurate definition and an easier identification of self-expression
patterns. In fact:

Definition: A self-expression pattern correspond to a specific structural adaptation of a component
or ensemble, that make it dynamically switch from a self-adaptive pattern to a different one.

5.2 Patterns

Based on the above definition, a self-expression pattern corresponds to a transition between two self-
adaptive patterns.

For instance, in Figure 21, an autonomic component can structurally change by being connected
with an additional autonomic manager, typically to handle different concerns than the former. As
another example Figure 22 shows a self-expression pattern in which an ensemble of reactive compo-
nents interacting via stigmergy (e.g., by interacting with a shared environment) gets coupled with a
autonomic manager in charge of controlling and directing the overall coordination and execution of
the ensemble.

In the end, compiling a possible “catalogue of self-expression pattern” would reduce to listing:

• For individual components, all the transitions, on both directions, from one pattern on the first
row of Figure 9 to a neighor one; that is, the various means by which a component can struc-
turally change by adding/removing autonomic control components;

• For ensembles, all the transitions from an ensemble pattern to a neighbor one in Figure 9. That
is, identifying the various means by which an ensemble of components can dynamically change
the structure of its adaptation control scheme.

Concerning the “Context” of the patterns, that is the conditions under which it can be fruitfully
applied this would be as follow:

Definition: A self-expression pattern that induce a transition from pattern A to pattern B has to be
applied whenever the Context of pattern A changes to become that of pattern B.

Beside the examples of situations in which to apply self-expression patterns discussed in D4.1, in
[ZBC+11] and in [Puv11], we are currently studying further examples (in the context of the ASCENS
case studies) in which self-expression patterns can be shown useful.
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Figure 21: Self-expression patterns: adding an autonomic manager to an autonomic component.

5.3 Mechanisms

During year one, as reported in D4.1, we have analyzed the different mechanisms (internalization or
dismissing of components) that should be activated to enable a structural change in the self-adaption
pattern.

Interestingly, the mechanism being proposed in WP1 for the dynamic, attributed-based, formation
of ensembles, can be fruitfully exploited as a mechanism to enable self-expression. More in detail:

• Upon recognition of a context change requiring changing the structure of the adaptation pattern,
an ensemble formed based on some attribute and interacting according to some policies can be
dismissed;

• Then, the ensemble can re-formed based on a different attributes and integrating different poli-
cies. This implies changing the members of the ensemble, thus implicitly making it possible
dismiss some components or integrating different one, as well as changing the policy of inter-
action, that it, the structure of self-adaptation.

Although the details on how this can be practically made it possible from the programming and
infrastructural viewpoint are still to be analyzed, we are confident that we will end up with a very
integrated and simple way to handle self-expression in ASCENS.

A key issues that is still open, though, is understanding who (which component) in a system of
can be selected (or can self-select) and made in charge of triggering self-expression (e.g. if/when a
component can change its role and become an automatic manager in a system). This issue can be
considered as a specific instance of the more general issue of understanding how it is possible to
enforce decentralized control over the autonomous self-adaptive behavior of large scale ensembles,
which is a focus of the following two years of research in WP4.

6 Summary and Next Steps

Let us now summarize the key results achieved by WP4 in the second year of the project, and sketch
the plans for the next year activities, also outlining how they relate with the other WPs of the project.

6.1 Summary

Overall, the second year of the activities within WP4 has brought a substantial amount of interesting
scientific and technological results. Specifically:
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Figure 22: Self-expression patterns: adding an autonomic manager to an ensemble of reactive compo-
nents interacting in a stigmergic way.

• We have managed to harmonized the SOTA model with the GEM model, as well as to identify
along with WP2 and WP3 a shared modeling of autonomic components and their awareness
characteristics, respectively. These results are of primary importance for the integration of the
project as whole;

• We have completed the catalogue of patterns, also with the help of a innovative and sound
taxonomy, and have shown how different patterns of self-adaptation related with each other and
with the SOTA representation of goals and utilities;

• We have performed several simulation studies of the above self-adaptive patterns in the AS-
CENS case studies. Such simulation studies, other than having interest per se, also enable to
ground the catalogue of patters on first-hand experiences;

• We have developed a novel simulator specifically conceived to support the behavioral analyzes
of self-adaptive patterns. Such simulator, which will eventually end up becoming a primary
component of the ASCENS tool set, also implicitly integrate the requirements for tool imple-
mentation;

• We have notably progressed with the study of self-expression patterns, and simplified the corre-
sponding conceptual framework, although the real application of self-expression to autonomic
service components and ensemble requires novel tools for directing and controlling the behavior
and structure of ensemble.

6.2 Plans for Next Year Activities

The activities of the second year of the project paved the way for a smooth continuation of the activities
in the next year. In particular, over the next project year, we expect to:
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• Keeping on with experiencing on the ASCENS case study the identified self-adaptive patterns,
while progressively study in more details and starting experiencing with self-expression patterns
too;

• Exploiting the results of our simulation experiences to produce effective software engineering
guidelines (and possibly some requirements for associated tools) for the design and development
of self-adaptive and self-expressing systems;

• Start analyzing the fundamental issue of understanding and controlling the emergent behavior
of complex ensembles. That is, identifying methods and tools to ensure that such behaviors can
be properly controlled. Such an issue directly relate to the issue of enabling and controlling
self-expression, i.e., the structure of ensembles and components.
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